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1. Equality

In one way of reading him, Thomas Hobbes – one of the 
founding spirits of modern political philosophy in the 17th 
century - thought it was a natural-law requirement that 
people recognize each other as equal although they are not. It 
is necessary for peace and the maintenance of society to do so. 
Only then can people escape from disastrous confrontations 
resulting from pride, contempt, and open disagreement 
about comparative worth. As Hobbes explains in his Elements 
of Law, equality “by nature” is not descriptive but a principle 
that “men considered in mere nature ought to admit among 
themselves,” or, as he says in framing this conclusion as 
a natural law: “Consequently, we are to suppose, that for 
peace sake, nature hath ordained this law. That every man 
acknowledge other for his equal. And the breach of this law, 
is that we call PRIDE.”1 So Hobbes’ natural men are neither 
“born” nor “created” equal. Still, they have good reason to 
mutually acknowledge each other as equals: that is the only 
way to fend off unending conflict about who is superior to 
whom and what that would entail.2 

Such an understanding of equality is rather sensible, 
regardless of whether it is Hobbes we have to thank for it. 
To be sure, a natural law of equality for the sake of peace is 
not what people normally have in mind when talking about 
“equality” among humans. I set aside theistic contexts, where 
“equality” tends to be something humans have in common 
in their relationship to God, which Christianity develops in 
terms of us being children of God.  Outside of such contexts, 
talk of equality among humans normally means either “moral 
equality” or “equality among citizens.” “Moral equality” (or 
the “equal worth” of all human life) concerns the distinctively 
human life, characterized at the species-level by a capacity 
for conscious reflection that involves an at least subjective 
awareness that we can make choices, and by a strongly 
developed capacity to cooperate. Moral equality could be 
understood naturalistically: it is the kind of brain we have 
(with its complexity and power), plus the kind of educational 
investments family and society normally make in us, that 
render each person worthy of certain expressions of respect, 
and of certain measures of protection and support.3 The 
1948 Universal Declaration of Human Rights (UDHR) is one 
prominent proposal for what such moral equality should 
involve practically. 

1 Hobbes, Human Nature and De Corpore Politico, 78, 93.

2 This (controversial) interpretation of Hobbes draws on Hoekstra, “Hobbesian Equality.”	

3 This notion of equality is explicitly developed in the work of Ronald Dworkin, see e.g.,  Dworkin, Life’s Dominion; Dworkin,
Sovreign Virtue. Any view that spells out what human equality is based on rather than simply stipulating equal worth of human 
life has to meet conceptual challenges of finding room for disability; see e.g., Nussbaum, Frontiers of Justice, chapters 2-3.
	
4 Rawls, A Theory of Justice; Rawls, Restatement. For these notions of equality see also Risse, On Global Justice, Part I.
	

The second common meaning of equality is equality 
among citizens. In modern states, people participate in 
the maintenance of intensely cooperative orders where 
compliance is enforced through the constant possibility of 
coercion. The way the cooperative order is arranged affects 
us rather profoundly, shaping who we get to be to begin with, 
and involves a continuous willingness to subject oneself to 
societal expectations. We all find ourselves in this highly 
intrusive situation. In return can expect to be treated as 
equal participants in the design of a system of political and 
economic rules that, after all, is largely conventional. 

We can each expect that the many ways in which society 
makes rules (including rules of property) give our interests 
due consideration. This kind of equality could be spelled out 
in terms of John Rawls’ two principles of justice. The first 
guarantees to each citizen the maximum level of civil and 
political rights compatible with the same rights for everybody 
else. The second assures everybody of genuinely fair equality 
of opportunity in the education sector and with regard to 
other ways that lead to some kind of privilege, and in addition 
judges only those economic inequalities as acceptable that 
are to everybody’s advantage.4 

Both understandings (moral equality and equality among 
citizens) leave much room for legitimate inequalities, 
especially material ones, as long as core tenets of those 
two standpoints are satisfied. But both times, the way the 
basic egalitarian thought is grounded is also open to doubt. 
What about all those obvious inequalities that seem to 
matter in day-to-day life, regarding intelligence, strength, 
attractiveness, empathy, ability to get along, etc.? Do not 
these make us different both one-human-to-another, and as 
cooperators in society? There are two response strategies. 
One is to insist the differences pale compared to what we 
share at the species level. As philosophers would say, the 
relevant equality is a range property (as in, you are either in 
the circle or not); what matters is to be inside, but if you are, 
you might be closer to or further from its center. The other 
strategy we can take from Hobbes. Moral equality and equality 
among citizens provide prima facie rationales of why people 
would be equal. The Hobbesian move could quell doubts 
about whether certain inequalities should not trump the 
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equality-grounding considerations after all. In other words, 
that move responds to those who insist that some ways in 
which we are unequal should matter more than the ways 
in which we are equal and that matter prominently in the 
formulation of moral equality and equality among citizens.5 

2. Race

Ever since humans have lived together in societies, they seem 
to find ways to introduce hierarchies, ways of putting some 
above others. For many generations, it would have been 
inconceivable to see themselves as living lives of equals. The 
UDHR is a truly historical document because it not only spells 
out what human equality involves but does so by providing 
a moral blueprint for a network of organizations designed to 
have global reach (the United Nations and the organizations 
in its system). But its framers were so fundamentally worried 
about the reassertion of hierarchical societies that they 
endorsed non-discrimination in different ways in the first two 
articles:6 

Article 1: 

All human beings are born free and equal in dignity and 
rights. They are endowed with reason and conscience and 
should act towards one another in a spirit of brotherhood.

Article 2: 

Everyone is entitled to all the rights and freedoms set 
forth in this Declaration, without distinction of any kind, 
such as race, color, sex, language, religion, political or 
other opinion, national or social origin, property, birth or 
other status. Furthermore, no distinction shall be made 
on the basis of the political, jurisdictional or international 
status of the country or territory to which a person 
belongs, whether it be independent, trust, non-self-
governing or under any other limitation of sovereignty.

That is, Article 1 states the basic point about equality. Article 
2 makes sure we do not make exceptions by excluding certain 
groups from the scope of equality. One typical ground on 
which such exception would be made, especially in the 

5 For recent explorations of the notion of equality, see Steinhoff, Do All Persons Have Equal Moral Worth?	

6 https://www.un.org/en/universal-declaration-human-rights/	

7 On the UDHR, see also Morsink, The Universal Declaration of Human Rights; Lauren, The Evolution of International Human Rights.
	
8 For a good overview of the philosophy of race, see https://plato.stanford.edu/entries/race/
	
9 See Paquette and Smith, The Oxford Handbook of Slavery in the Americas.
	
10 Appiah, In My Father’s House; Appiah, The Lies That Bind; Zack, Race and Mixed Race; Zack, Philosophy of Science and Race.
	

decades preceding the UDHR, is race, listed in Article 2 as 
the first ground on which no exceptions ought to be made.7 

The framers would have thought of National Socialism’s 
racist ideologies that recently had sent millions to their 
deaths. However, as they were aware, racism was common 
in the world European colonialism had created since the 
late 15th century. Racial naturalism provided much of the 
glue for the white supremacism that dominated this period. 
Racial naturalism depicts a set of human races as bearing bio-
behavioral essences: there are underlying natural properties 
that (1) are heritable, (2) are shared by all and only members 
of a race, and (3) explain behavior, character and culture.8 As 
an example of how perniciously and lastingly this doctrine 
worked, consider how slavery, one way or another, has to 
some extent shaped the majority of countries in the Americas. 
The enslavement of Africans would have been impossible to 
justify other than through such a doctrine.9

The UDHR testified to the fact that racial naturalism would 
not be the credo for the political and economic system 
built after the Second World War. But then what to make 
of “races”? Is there still any grounding for talk about this 
kind of distinctions? Two major responses have long been 
available. One is racial skepticism, the view that the world 
would be better off without race-talk. Since racial naturalism 
is false, the term cannot refer to anything real, and we had 
better eschew any such talk altogether for the sake of a 
better future. Ostensible differences among humans are 
reducible to geographically based environmental stimuli 
that led to continuous physical adaptation in skin, hair or 
bone rather than discrete differences associated with race. 
DNA mutations provide evidence of geographical origins, but 
do not correlate with traits associated with racial groups. 
Among the contemporary philosophical representatives 
of this view are Anthony Appiah and Naomi Zack.10

As opposed to skepticism, there is racial constructivism. 
According to that view, we cannot quite do without race talk, 
but must understand race as socially constructed rather than 
biological. Races exist through human culture and decisions. 
Since racial categories have long engendered differences in 
resources, opportunities and well-being, the concept must 
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now be conserved to facilitate race-based compensation for 
constructed but socially relevant differences. A version of this 
view was already defended by W. E. B. Du Bois, a towering 
black intellectual who almost single-handedly inaugurated 
philosophical inquiry about race. Du Bois counts groups as  
spiritually distinct races if, and only if, their members have a 
common history, traditions, impulses and striving. Common 
blood or language is unnecessary. Each race has its own 
spirituality, and much of Du Bois’ work was devoted to helping 
black people articulate theirs in the aftermath of slavery.11 

3. Racial Population Naturalism

There is a third take on race not reducible to skepticism or 
constructivism. According to what is called racial population 
naturalism, genetically significant biological groupings 
could exist that may merit the term “race.”12 There is no set 
of biological traits that all and only the members of a group 
share that provide a biological boundary between groups and 
closely mirror racial stereotypes as we know them. Instead, 
there is a clustering of features resulting from reproductive 
isolation. In other words, the distribution of features across 
populations reflects the ways different populations have, 
or have not, been able to mate while homo sapiens spread 
around the globe. 

Geneticist David Reich offered a recent view of this sort.13 In 
addition to drawing attention to the genetic consequences 
of reproductive isolation, Reich argues that the spread of 
humanity is not usefully compared to a tree. Parts of a tree never 
grow back together after branching off, which still provides a 
useful metaphor for the emergence of different species but 
“is a dangerous analogy for human populations.” Instead, 
Reich suggests the metaphor of a trellis, “branching and 
remixing far back into the past.”14 Populations move around, 
and episodes of reproductive isolation with their resulting 
interbreeding might cease through the arrival of a different 
group that itself might have emerged from reproductive 
isolation. Reich reports that groundbreaking advances in DNA 
sequencing over the last two decades enable us to measure 
quite accurately what fraction of someone’s genetic ancestry 
traces back to, say, West Africa 500 years ago. These tools 
teach us that while race may also be a social construct, 
differences in genetic ancestry that may or may not correlate 
to some of today’s racial constructs are biologically real.

11 See in particular Du Bois, The Souls of Black Folk.
	
12 For the term, see https://plato.stanford.edu/entries/race/.
	
13 Reich, Who We Are and How We Got Here.	

14 Reich, 81.

15 New York Times, March 23, 2018; https://www.nytimes.com/2018/03/23/opinion/sunday/genetics-race.html.

Racial population naturalism challenges both racial skepticism 
and racial constructivism. Since those views have offered 
productive ways of thinking about race, such inquiry counts 
as potentially dangerous science. It might seem to open new 
doors to the racial naturalism of old that has not only been 
scientifically debunked but has done an enormous amount of 
damage in the world. Reich himself fears that genetic research 
could be badly misunderstood or actively misused. In a New York 
Times op-ed, aiming to foster broader discussion, he worries:

that "[W]ell-meaning people who deny the possibility 
of substantial biological differences among human 
populations are digging themselves into an 
indefensible position, one that will not survive the 
onslaught of science. I am also worried that whatever 
discoveries are made — and we truly have no idea yet 
what they will be — will be cited as “scientific proof” 
that racist prejudices and agendas have been correct 
all along, and that those well-meaning people will 
not understand the science well enough to push back 
against these claims."15

These concerns are very real in the US and many other 
places.  In recent years, many have struggled to make sense 
of the rapidly unfolding racist events fueled especially by 
white nationalism, supremacy and xenophobia. Advocates 
of these tendencies are likely to ruthlessly enlist anything 
that remotely sounds as if it could support their stances or 
embarrass opponents. 

To be sure, that research can be misunderstood or abused 
should be no reason to abandon it. We have legitimate 
interests in understanding where humanity comes from. And 
with the exploding possibilities in medicine, a deeper grasp 
of population genetics could provide targeted prophylactic or 
therapeutic measures for people with certain backgrounds. 
But we need to realize what we are getting into: if research 
done by Reich and others bears out, one could no longer 
insist race talk per se—the excessive damage it has done 
notwithstanding—is altogether unfounded, or that racial 
categories are entirely constructed. 

The way forward, it seems, is to celebrate the diversity 
population dynamics has enabled under the umbrella of 
shared humanity, a diversity that never entailed homo sapiens 
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to break into separate species, through a loss of ability for 
interbreeding. Reich himself shows how to do so. Towards the 
end of his book, he writes: 

"The centrality of mixture in the history of our species 
… means that we are all interconnected, and that we 
will all keep connecting with one another in the future. 
This narrative of connection allows me to feel Jewish 
even if I may not be descended from the matriarchs 
and patriarchs from the Bible. I feel American even 
if I am not descended from indigenous Americans or 
the first European or African settlers. I speak English, 
a language not spoken by my ancestors a hundred 
years ago. I come from an intellectual tradition, the 
European Enlightenment, which is not that of my 
direct ancestors. I claim these as my own, even if they 
were not invented by my ancestors, even if I have 
no close genetic relationship to them. Our particular 
ancestors are not the point. Our genome provides us 
with a shared history that, if we pay proper attention, 
should give us an alternative to the evils of racism 
and nationalism, and make us realize that we are all 
entitled equally to our human heritage."16

Personally, I could not agree more, and would gladly make 
similar statements about myself. But it is precisely the 
underlying liberal mindset that has flourished in times of 
globalization that recently has become broadly challenged, in 
multifarious ways. The good news on the philosophical side is 
that the various views on equality I presented earlier are all 
compatible with racial population naturalism. But the struggle 
is threefold: first of all, to explain the relevance and insights 
of genetic research; secondly, to seek public debate to explain 
how racial population naturalism differs enormously from the 
racial naturalism of old; and finally, to celebrate the ensuing 
support for human diversity as captured in people’s ancestry 
without falling into a liberal triumphalism that would only 
open doors to new demagogues. 

4. General Artificial Intelligence

While for the moment this ends our engagement with 
genetics, we reconnect to that field below.  For now, let us 
turn to another type of potentially dangerous research, 
done by computer scientists engaged in producing general 
artificial intelligence (AI). General AI is a form of machine 
intelligence that approximates human performance across 
a broad range of domains, rather than the highly specialized 
forms that are already familiar. At the high end, one should 
think of AI beating humans at chess or Go, though commonly, 

16 Reich, Who We Are and How We Got Here, 273.	

17 For the state of the art in AI research, see Mitchell, Artificial Intelligence. For prospects and concern, see e.g., Bostrom, Superintelligence;
Tegmark, Life 3.0. See also Susskind, Future Politics. For a well-known expression of optimism regarding the occurrence of a singularity, 
see Kurzweil, The Singularity Is Near. For recent musings on the future of AI by a range of experts, see Brockman, Possible Minds.
	

we encounter specialized AI in devices like smartphones or 
internet providers like Netflix (where machine learning makes 
movie recommendations). 

To be sure, at this stage we are nowhere near general AI.  A 
major insight over decades has been how challenging the 
imitation of many mundane human tasks is, in the ways 
they combine agility, reflection and interaction in the same 
environment. But “nowhere near” means “in terms of 
engineering capacities.” We do not know how close in time we 
are to general AI since a few breakthroughs might accelerate 
things enormously. Once we have general AI smarter than 
ourselves, AI quite possibly produce something smarter than 
itself, and on from there, conceivably at great speed. That 
moment is known as the singularity, an intelligence explosion 
with possibly dramatic consequences, by magnitudes beyond 
anything humanity has ever experienced by way of change.17

We really do not know when such technology will develop 
and even if there ever will be general AI. But, for one thing, 
many experts at building such technology take this prospect 
seriously. So we do not want to start worrying about it only 
once we are certain it will soon be upon us. What is more, the 
direction of research gives observers reason to assign non-
trivial probabilities to the possibility that there will be general 
AI at some point, if only in centuries. Computer scientists and 
engineers increasingly discover the effectiveness and power 
of the brain’s architecture. Inspired by what millions of years 
of evolution have done to create the human brain, neural nets 
have been deployed in amazing ways in machine learning. 
It is impossible to predict how long it will take for these 
fields to catch up with biology, but apparently an immensely 
promising pathway into the future has been revealed. And 
once the mimicking of carbon-based evolution leads to 
general AI, that AI would have permanent advantages over 
natural intelligence. After all, in the design process there will 
be any number of opportunities to remove human fragility 
and sheer boundedness and expand on all the capacities 
human evolution has brought about. 

We must understand the 
human brain in the same 
evolutionary-comparative 
framework as the rest of 

life on Earth. 
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[T]hat genetic research can be 
misunderstood or abused should 
be no reason to abandon it. We 
have legitimate interests in 

understanding where humanity 
comes from.
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Eventually, there might be a full-fledged Life 3.0 whose 
participants design not only their cultural context (as was true 
for Life 2.0, which in turn developed from the evolutionary 
and pre-cultural Life 1.0), but also their physical shapes.18 Life 
3.0 might be populated by genetically enhanced humans, 
cyborgs, uploaded brains, as well as advanced algorithms 
embedded into any manner of physical device. If there is 
a singularity, genetically or technologically unenhanced 
humans would be intellectually inferior to other inhabitants 
and might find Life 3.0 unwelcoming or unbearable. But it 
might not come to that: once synthetic entities of various 
sorts exist, the chances are that there will also be technology 
for genetic and technological enhancement of humans.19 

We must understand the human brain in the same 
evolutionary-comparative framework as the rest of life on 
Earth. All nervous systems on our planet are governed by the 
same electrochemical principles of information-processing 
that emerged well over a billion years ago. Accordingly, 
there is an astounding degree of shared cognition across 
vertebrates and invertebrates. Compared to that, general 
AI, even though initially built by humans, will be more like 
alien intelligence in that it will not emerge from our common 
evolutionary framework. Silicon, which is superior to the 
brain in terms of information processing and uploading would 
allow creatures near-immortality and enable them to survive 
under circumstances lethal to carbon-based life.20

Machine intelligence might well also have “a mind” in all senses 
that humans do. Taking that stance should be unproblematic 
to all those who think all there is in the world is particles 
and waves, the kind of thing that feeds into explanations in 
physics. Increasing complexity and sophistication of machine 
engineering, combined with ever-larger computational 
abilities, would then very plausibly eventually deliver “a mind” 
conscious in all the ways humans are.21 Or suppose that, by 
contrast, there is more in the world than the natural sciences 

18 For that term, see Tegmark, Life 3.0.
	
19 Bess, Our Grandchildren Redesigned.	

20 On these themes, see Schneider, “Alien Minds”; Marino, “The Landscape of Intelligence.”
	
21 For this kind of view of the mind, see e.g., Dennett, From Bacteria to Bach and Back; Dennett, Consciousness Explained. Dennett 
thinks consciousness is a user-illusion and that it would be in principle possible but pointless and too expensive to build general AI.
	
22 For (very different) views of that type, see Chalmers, The Conscious Mind; Nagel, Mind & Cosmos.
	
23 See also Risse, “Human Rights and Artificial Intelligence: An Urgently Needed Agenda.”

24 I take that term from Tegmark, Life 3.0.	

25 Lovelock, Novacene.
	
26 https://www.independent.co.uk/news/science/stephen-hawking-transcendence-looks-at-the-implications-of-artificial
intelligence-but-are-we-taking-9313474.html; https://www.bbc.com/news/technology-30290540; last access May 26, 2020. High-
profile individuals with similar concerns include Elon Musk, Nick Bostrom, Martin Rees and Eliezer Yudkowsky. For a short rebuttal, 
see Pinker, “Tech Prophecy.” Pinker argues that we have no reason to think the morality of pure intelligence will generate destructive 
action against humans.	

account for. Then whatever mental properties or substances 
there are, we have no way of excluding that, in due course, 
such properties or substances could connect to machines 
much as they connect to human bodies, perhaps to silicon as 
much as to carbon.22 That could be true even if the mental 
came in the form of souls. If God found human bodies worthy 
of souls, why would machines not eventually qualify as well?23 

But the point is not even that machines might become “like” 
humans. What matters is that machines eventually might 
have to be accorded a moral status all their own, most likely 
reducible neither to that of humans nor to that which we have 
relegated other animals, whom we normally encounter as 
pets, zoo-displays or as food on our tables. AI would plausibly 
become part of our moral practices in more assertive ways. An 
in any event, at some point it may well be carbon chauvinism 
even to attempt to exclude them, an attitude that would keep 
them out of moral discourses purely based on the fact that we 
are made from carbon but they are not.24

5. What Our Future Might Hold

Some are optimistic about the prospects of current and future 
technological advances. James Lovelock, for one, thinks 
cyborgs would greatly assist us in our efforts to mitigate, and 
adjust to, climate change.25 They would grasp the urgency of 
the task, figure out what to do, and make sure together we 
stay the course. He sees no danger that they will turn against 
us, since doing so would consume more energy than highly 
intelligent beings would expend, in light of climate change. 
As opposed to that, Stephen Hawking, for one, stands for 
the pessimistic position. He warned that super-intelligent AI 
could be pivotal in steering humanity's fate, stating that "the 
potential benefits are huge…. Success in creating AI would 
be the biggest event in human history. It might also be the 
last, unless we learn how to avoid the risks."26 The potential 
benefits are indeed huge. In that light, we might want to 
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cautiously advance research, making sure the coding of AI 
we now produce prepares all future versions for the right 
kind of value alignments with humans, and implementing 
suitable regulation at a global scale. We should be most 
vigilant about norms and institutions around the world that 
determine the impact of technology. As Steven Pinker puts it 
succinctly, focusing on the impact of technology specifically 
on freedom of thought: “almost all the variation across time 
and space in freedom of thought is driven by differences in 
norms and institutions and almost none of it by differences 
in technology.”27 That is, technology can be used for good and 
for bad. It is up to human design to make sure it is the former. 

As we reflect on what norms and institutions we need to make 
sure that general AI benefits human life (freedom of thought 
and much beyond), the Nuclear Non-Proliferation Treaty 
(NPT) might be a good case study. NPT is an international 
treaty that seeks to prevent the spread of nuclear weapons 
technology, promote cooperation in the peaceful uses of 
nuclear energy, and further nuclear disarmament.28 Atomic 
energy, similar to AI, had a great deal of potential while 
harboring lethal dangers; and that threat had to be negotiated 
in contentious international arenas. This kind of approach will 
avoid a scenario where some countries decide to terminate 
future development of general AI only to find that others 
continue to advance.  

But more to the question at hand: does research into building 
AI threaten philosophical commitments to equality? We 
noted that AI might well eventually have a moral status all its 
own. That by itself would imply that humans have to rethink 
fundamentally how non-human entities enter our moral 
practices. Ideas we may have about AI may then also prompt 
us to reconsider the ways we have tended to treat non-
human animals while no other advanced general intelligences 
were around. We got away with those practices only because 
there was nobody we had to give account to in terms of our 
inter-species practices.29 But none of that should threaten our 
commitments to moral equality among humans. 

However, one substantial threat to the ideal of equality – I 
submit the single biggest ever – is that at the latest in the 
presence of the likes of cyborgs, uploaded brains, or advanced 
algorithms embedded into any manner of physical device, 
more and more individuals will want to adapt as well and 
thus deploy technology to morph into a transhuman stage.30 

27 Pinker, "Tech Prophecy and the Underappreciated Causal Power of Ideas", 105.	

28 Burns and Coyle, The Challenges of Nuclear Non-Proliferation.	

29 On this topic, see Donaldson and Kymlicka, Zoopolis.	

30 Livingstone, Transhumanism; More and Vita-More, The Transhumanist Reader; Bostrom, Superintelligence.	

31 For an overview, see Bess, Our Grandchildren Redesigned. Stage-setting philosophical contributions to these topics include
Buchanan, From Chance to Choice; Habermas, The Future of Human Nature; Sandel, The Case against Perfection.

As Norbert Wiener, whose invention of cybernetics helped 
set the stage for later work on AI, stated in 1964: “The world 
of the future will be an ever more demanding struggle against 
the limitation of our intelligence, not a comfortable hammock 
in which we can lie down to be waited upon by our robot 
slaves.”

At the latest, I said: but it might well already be the very 
development of AI, not just a singularity, that could change 
humans in the process. It might be intra-human competition 
to compete with the technology we would increasingly 
unleash that creates the biggest challenge to our hard-won 
ideal of equality. Or it might be the aspirations that arise from 
watching technology become better and better that prompts 
humans to endeavor to become “better” themselves, or 
to have “better” offspring. The meaning of “betterment” 
would inevitably be to engage in genetic and technology 
enhancement – neither to be better than other humans, 
which is a motivation that has been there all along, nor to 
compete directly with technology, but to live up to ambitions 
generated by advances in technology. And that kind of 
enhancement might then well not be readily accessible to 
all, or even most. Accordingly, there needs to be more 
conversations about potentially dangerous science, which 
would bring back in genetics (this time not mostly population 
genetics, but the applied branch that provides guidance for 
human enhancement), but also bioelectronics (which could 
produce devices that connect directly to the brain), synthetic 
biology (redesign of organisms by engineering them to have 
new abilities), as well as  the various sciences concerned with 
developing drugs.31 

That is, technology can be used for 
good and for bad. It is up to human 
design to make sure it is the former. 

The upshot might be that, if we are not watching it, the 
Hobbesian rationales for acknowledging each other as equals 
might expire. Differences among humans could become so 
enormous that those rationales could no longer do any work, 
unleashing all manner of ugliness Hobbes sought to constrain. 
Philosophically, we would be left with the case for the two 
understandings of equality without this Hobbesian corrective. 
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So whatever weaknesses the defense of those two has had 
all along will become exacerbated. At some point, these 
defenses might come under too much pressure, politically 
and intellectually. We would then end up with the terrifying 
scenario of at least two types of human life emerging from 
the same species (and plausibly will still be one species, in 
that interbreeding remains possible). Both would be keenly 
aware that that is so. We would be well-advised to prevent 
the emergence of such a future. Perhaps some people would 
want to live there. But its overall ugliness is something we 
should try to spare those who would suffer from it. 

On balance, we should still advance research into general AI, 
to realize the possibilities that could open up this way (and 
that would matter for humans, but also by themselves, for 
their objective value as accomplishments). The key move is 
to have the right norms and institutions and the right debates 
to bring those about. But political, legal and philosophical 
vigilance will be badly needed to make sure progress is used 
to protect and benefit all human beings and to preserve their 
sense of equality. That will be a tall order since technology 
will change how humans live together, and who they turn out 
to be. In light of what I have argued, quite possibly the only 
way of meeting all these goals would be, in due course, to 
make genetic and technological enhancement very widely 
available.32

32 For many of the themes of this essay, see also Jasanoff, The Ethics of Invention.
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