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ABSTRACT

In the hype of A.I., we are observing a world where States are increasingly adopting algorith-
mic decision-making systems altogether with narratives that portray them as a magic wand 
to “solve” social, economic, environmental, and political problems. But in practice, instead 
of addressing such promise, the so-called Digital Welfare States are likely to be deploying 
oppressive algorithms that expand practices of surveillance of the poor and vulnerable; auto-
mate inequalities; are racist and patriarchal by design; further practices of digital colonialism, 
where data and mineral extractivism feed Big Tech businesses from the Global North; and 
reinforce neoliberal practices to progressively drain out social security perspectives. While 
much has been discussed about “ethical”, “fair,” or “human-Centered” A.I., particularly focu-
sed on transparency, accountability, and data protection, these approaches fail to address 
the overall picture. To deepen critical thinking and question such trends, led by case-based 
analysis focused on A.I. projects from Latin America that are likely to pose harm to gender equa-
lity and its intersectionalities of race, class, sexuality, territoriality, etc, this article summarizes 
some findings of the notmy.ai project, seeking to contribute to the development of feminist 
frameworks to question algorithmic decision-making systems that are being deployed by the 
public sector. The universalistic approach of human rights frameworks provide important goals 
for humanity to seek, but when we look into the present, we cannot ignore existing power re-
lations that maintain historical relations of oppression and domination. Rights are not uni-
versally accessed. Feminist theories and practices are important tools to acknowledge the 
existence of the political structures behind the deployment of technologies and, therefore, 
are an important framework to question them. For this reason, they can serve as a powerful 
instrument to imagine other tech and other worlds based on collective and more democratic 
responses to core societal challenges, focused on equity and social-environmental justice.
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Introduction

Progressively, States around the world are increas-
ingly using algorithmic decision-making tools to 
determine the distribution of goods and services, 
including education, public health services, po-
licing, and housing, among others. Some have 
named this trend “Digital Welfare States,” where, 
to quote the U.N. Special Rapporteur for Extreme 
Poverty, “systems of social protection and assis-
tance are increasingly driven by digital data and 
technologies that are used to automate, predict, 
identify, surveil, detect, target and punish.”

As one should expect, governments in Latin America are also 
following the hype to deploy A.I. systems in public services. In an 
initial non-conclusive mapping exercise, through desk research 
and a questionnaire distributed across digital rights networks 
in the region, we have mapped projects where algorithmic deci-
sion-making systems are being deployed by governments with 
likely harmful implications on gender equality and all its inter-
sectionalities. As of April 2021, we have mapped 24 cases in Chile, 
Brazil, Argentina, Colombia, and Uruguay, which we were able 
to classify into 5 categories: judicial system, education, policing, 
social benefits, and public health. Several of them are in an early 
stage of deployment or developed as pilots. We could also see 
that, while the first projects were related to the area of policing, 
using A.I. for social protection is the most recent trend. Most 
of them are in the pilot stage and U.S. companies, particularly 
Microsoft and I.B.M. are involved in several of these initiatives. 
Some companies are even exporting projects from one country 

to another, using the region as a laboratory of ideas, 
normally bad ideas, which, not surprisingly, are not 
even tested first in the U.S., their home country.

Unlike many A.I. projects and policies that tend 
to depart from the start-up motto “move fast and 
break things,” our collection of cases depart from 
the assumption that, unless you prove you are 
not causing harm, you are very likely to be, if your 
system targets marginalized communities. As 
Tendayi Achiume, the U.N. Special Rapporteur on 
Contemporary Forms of Racism, Racial Discrimi-

nation, Xenophobia, and Related Intolerance, poses in the re-
port “Racial Discrimination and Emerging Digital Technologies,” 
databases used in these systems are “the product of human 
design and can be biased in various ways, potentially leading 
to—intentional or unintentional—discrimination or exclusion 
of certain populations, in particular, minorities as based on ra-
cial, ethnic, religious and gender identity.” (Tendayi, 2020).

As Cathy O’Neil observes in her book Weapons of Math Destruc-
tion, A.I. systems are based on models that are abstract rep-
resentations, universalizations, and simplifications of complex 
realities where much information is being left out according to 
the judgment of their creators. “[M]odels, despite their reputa-
tion for impartiality, reflect goals and ideology. […] Our own 
values and desires influence our choices, from the data we 
choose to collect to the questions we ask. Models are opinions 
embedded in mathematics.” (O’Neil, 2016). Have these opin-

ions been challenged and tested before the de-
ployment of these systems?

Given these problems, it should be recognized 
that part of the technical community has made 
various attempts to mathematically define “fair-
ness,” and thus provide a  demonstrable stan-
dard on the matter. Likewise, several organiza-
tions, both private and public, have undertaken 
efforts to define ethical standards for A.I. The 
data visualization “Principled Artificial Intelli-
gence” (Berkman Klein, 2020) shows the diversity 
of ethical and human rights-based frameworks 
that emerged from different sectors from 2016 
onwards with the goal of guiding the develop-
ment and use of A.I. systems. The study shows 
“a growing consensus around eight key thematic 
trends: privacy, accountability, safety and securi-
ty, transparency and explainability, fairness and 
non-discrimination, human control of technolo-
gy, professional responsibility and promotion of 
human values.” Nevertheless, as we can see from 
that list, none of this consensus is driven by social 
justice principles. Instead of asking how to de-

Mapping available at www.notmy.ai

https://wilkins.law.harvard.edu/misc/PrincipledAI_FinalGraphic.jpg
https://wilkins.law.harvard.edu/misc/PrincipledAI_FinalGraphic.jpg
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velop and deploy an A.I. system, shouldn’t we be asking first: 
“Why to build it?”; “Is it really needed?”; “On whose request?”; 
“Who profits?”; and “Who loses?” from the deployment of a par-
ticular A.I. system? Should it even be developed and deployed?

Based on both our bibliographic review and our case-based 
analysis of possible harms by A.I. programs deployed in the areas 
of education and social benefits, in Chile, Argentina, and Brazil, 
at notmy.ai, we are gradually expanding an empirically tested 
case-based anti-colonial feminist framework to question these 
systems from perspectives that go beyond criticism from the 
Global North. Hopefully, it will be a scheme that can help us to 
pose structural questions about whether a given governmental 
A.I. system may incur possible harm to several feminist agendas. 
 
 

II. Feminist Categories to Question A.I. Systems

Artificial Intelligence programs have faced criticism on several 
fronts. Based on an overall bibliographical review as well as 
findings from the case-based analysis, we have created the 
following framework of analysis which intends to go beyond 
the discourses of fairness, ethical, or human-centric A.I. and 
seeks a holistic structure that considers power relations to 
question the idea of deploying A.I. systems in several realms 
of the public sector. 

 
Oppressive A.I. Framework  
by Joana Varon and Paz Peña 

 
 

 
Design by Clarote for notmy.ai All these categories will be briefly explained based on a 

bibliographical review, in what follows.
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A. SURVEILLANCE OF THE POOR: Turning Poverty and 
Vulnerability into Machine-Readable Data
The former U.N. Special Rapporteur on Extreme Poverty and 
Human Rights, Philip Alston, has criticized the phenomenon 
in which “systems of social protection and assistance are 
increasingly driven by digital data and technologies that are 
used to automate, predict, identify, surveil, detect, target and 
punish.” (A/74/48037 2019). These granular data sources en-
able authorities to infer people’s movements, activities, and 
behavior, not without having ethical, political, and practical 
implications for how the public and private sector view and 
treat people. According to Linnet Tylor, in her article “What Is 
Data Justice?” (TYLOR, 2017), this is even more challenging in 
cases of low-income portions of the population, since the abili-
ty of authorities to collect accurate statistical data about them 
has been previously limited, but now is targeted by regressive 
classifications systems that profile, judge, punish, and surveil.

Most of these programs take advantage of the tradition of State 
surveillance on vulnerable populations (Eubanks, 2018), turn 
their existence into data, and now use algorithms to determine 
the provision of social benefits by the States. Analyzing the case 
of the U.S., Eubanks shows how the usage of A.I. systems is sub-
jected to a long tradition of institutions that manage poverty 
and that seek, through these innovations, to adapt and contin-
ue their urge to contain, monitor, and punish the poor. In do-
ing so, these institutions turn poverty and vulnerability into 
machine-readable data, with real consequences on the lives 
and livelihoods of the citizens involved. (Masiero & Das 2019). 
Likewise, O’Neil (2016), analyzing the usages of A.I. in the 
U.S., asserts that many A.I. systems “tend to punish the poor,” 
meaning it is increasingly common for wealthy people to ben-
efit from personal interactions, while data from the poor are 

processed by machines making 
decisions about their rights.

This becomes even more relevant 
when we consider that social class 
has a powerful gender compo-
nent. It is common for public pol-
icies to speak of the “feminization 
of poverty.” In fact, the United Na-
tions Conference on Women, held  
 

 
 
in Beijing in 1995, concluded that 
70% of poor people in the world were 
women. The reasons why poverty af-
fects women have to do, not with bi-
ological reasons, but with structures 
of social inequality that make it more 
difficult for women to overcome pov-
erty, such as access to education and 
employment. (Aguilar, 2011).

 
B. EMBEDDED RACISM

For U.N. Special Rapporteur E. Ten-
dayi (2020), emerging digital technol-
ogies should also be understood as 
capable of creating and maintaining 
racial and ethnic exclusion in systemic or structural terms. 
This is also what tech researchers on race and A.I. in the U.S., 
such as Ruha Benjamin, Joy Buolamwini, Timnit Gebru, and 
Safiya Noble highlight in their case studies, which vary from 
facial recognition technologies to search engine algorithms. 
Ruha Benjamin (2019) particularly discusses how the use of 
new technologies reflects and reproduces the existing racial 
injustices in U.S. society, even though they are promoted 
and perceived as more objective or progressive than the dis-
criminatory systems of an earlier era. In this sense, for this 
author, when A.I. seeks to determine how much people of all 
classes deserve opportunities, the designers of these tech-
nologies build a digital caste system structured on existing 
racial discrimination.

From technology development itself, Noble’s research (2018) 
demonstrates how commercial search engines such as Goo-
gle not only mediate but are mediated by a series of commer-
cial imperatives. These imperatives, in turn, are supported by 
both economic and information policies that end up endors-
ing the commodification of women’s identities. In this case, 
she exposes this by analyzing a series of Google searches 
where Black women end up being sexualized by the contextu-
al information the search engine throws up (e.g., linking them 
to wild and sexual women).

Another notable study is by Buolamwini & Gebru (2018), who 
analyzed three commercial facial recognition systems that 
include the ability to classify faces by gender. They found 
that the systems exhibit higher error rates for darker-skinned 
women than for any other group, with the lowest error rates 
for light-skinned men. In Latin America, Tarcisio Silva, has 
coined the term algorithmic racism for this kind of tech de-
ployment, while Pablo Nunes and Nina da Hora, all three from 
Brazil, have pointed out the dangers of automating police bru-
tality against the Black population through facial recognition 
technologies, particularly in Brazilian favelas.

[Facial recognition] systems 
exhibit higher error rates 
for darker-skinned women 
than for any other group, 
with the lowest error rates 
for light-skinned men.”

“

70%

of poor people in the  
world in 1995 were women.
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C. PATRIARCHAL BY DESIGN: Sexism, Compulsory  
Heteronormativity, and Gender Binarism

Many A.I. systems work by sorting people into a binary view of 
gender, as well as by reinforcing outdated stereotypes of gender 
and sexual orientation. A study co-authored by DeepMind se-
nior staff scientist Shakir Mohamed exposes how the discussion 
about algorithmic fairness has omitted sexual orientation and 
gender identity, with concrete impacts on “censorship, language, 
online safety, health, and employment” leading to discrimination 
and exclusion of L.G.B.T.+ people.

Gender has been analyzed in a variety of ways 
in A.I. West, Whittaker, & Crawford (2019) argue 
that the diversity crisis in industry and bias is-
sues in A.I. systems (particularly race and gen-
der) are interrelated aspects of the same prob-
lem. Researchers commonly examined these 
issues in isolation in the past, but mounting ev-
idence shows that they are closely intertwined. 
However, they caution, that despite all the ev-
idence on the need for diversity in technology 
fields, both in academia and industry, these 
indicators have stagnated.

Inspired by the work of Buolamwini & Gebru (2018), 
Silva & Varon (2021) researched how facial recognition 
technologies affect transgender people and concluded 
that, although the main public agencies in Brazil already use 
these types of technology to verify identities for accessing public 
services, there is little transparency on their accuracy (tracking 
false positives or false negatives), as well as on privacy and data 
protection in the face of data sharing practices between public 
administration agencies and even between private entities.

In the case of Venezuela, amid a sustained humanitarian crisis, 
the State has implemented biometric systems to control the ac-
quisition of basic necessities, resulting in several complaints of 
discrimination against foreigners and transgender people. Ac-
cording to Díaz Hernández (2021), legislation to protect transgen-
der people is practically nonexistent. They are not allowed recog-
nition of their identity, which makes this technology re-signify the 
value of their bodies “and turns them into invalid bodies, which 
therefore remain on the margins of the system and the margins 
of society.”

In the case of poverty management programs through big data 
and A.I. systems, it is crucial to look at how poor women are 
particularly subject to surveillance by States and how this leads 
to the reproduction of economic and gender inequalities. (Cas-
tro & López, 2021).

 

 
D. DIGITAL COLONIALISM

Authors like Couldry and Mejias (2018) and Shoshana Zuboff 
(2019) review this current state of capitalism where the produc-
tion and extraction of personal data naturalize the colonial ap-
propriation of life in general. To achieve this, a series of ideolog-
ical processes operate where, on the one hand, personal data 
is treated as raw material, naturally disposable for the expro-
priation of capital, and, on the other, where corporations are 
considered the only ones capable of processing and, therefore, 
appropriating the data.

Regarding colonialism and A.I., Mohamed et al. 
(2020) examine how coloniality presents itself in 
algorithmic systems through institutionalized 
algorithmic oppression (the unjust subordi-
nation of one social group in order to privilege 
another), algorithmic exploitation (the ways in 
which institutional actors and corporations take 
advantage of often already marginalized people 
for the asymmetric benefit of these industries), 
and algorithmic dispossession (the centraliza-
tion of power in the few and the dispossession 
of many), in an analysis that seeks to highlight 
the historical continuities of power relations. 

E. SOCIO-ENVIRONMENTAL DAMAGE

Crawford (2021) calls for a more comprehensive view of A.I. as 
a critical way to understand that these systems depend on 
the exploitation of energy and mineral resources, and cheap 
labor, on the one hand, and, in addition, our data at scale. In 
other words, A.I. is an extractive industry. All these systems 
are energy-intensive and heavily dependent on minerals, 
sometimes, extracted from areas where there are. In Latin 
America alone, we have the lithium triangle within Argentina, 
Bolivia, and Chile, as well as several deposits of 3TG minerals 
(tin, tungsten, tantalum, and gold) in the Amazon region, all 
minerals used in cutting-edge electronic devices. As Danae 
Tapia and Paz Pena pose, digital communications are built 
upon exploitation, even though “sociotechnical analyses 
of the ecological impact of digital technologies are almost 
non-existent in the hegemonic human rights community 
working in the digital context.” (Tapia & Pena, 2021). And, even 
beyond ecological impact, Camila Nobrega and Joana Varon 
also expose that green economy narratives together with 
technosolutionisms are “threatening multiple forms of exis-
tence, of historical uses and collective management of territo-
ries.” Not by chance the authors found out that Alphabet Inc., 
Google’s parent company is exploiting 3TG minerals in regions 
of the Amazon where there is a land conflict with indigenous 
people. (Nobrega & Varon, 2021).
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Labeling images, and cleaning 
databases are all manual 
work very often performed in 
unsavory working conditions  
“to make the internet seem 
smart.” Communalities of these 
jobs are very precarious working 
conditions, normally marked 
by overwork, low-pay, no social 
benefits or stability.  
 
This is very different from the 
work conditions of the creators of 
such systems. (Crawford, 2021). 
Who takes care of your database? 
As always, care work is not 
recognized as valuable work.”

“
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F. AUTOMATION OF NEOLIBERAL POLICIES

As Payal Arora (2016) frames it, discourses around big data 
have an overwhelmingly positive connotation thanks to the 
neoliberal idea that private companies’ exploitation of poor 
communities’ data for profit will only benefit the population. 
From an economic point of view, Digital Welfare States are deep-
ly intertwined with capitalist market logic and, particularly, with 
neoliberal doctrines that seek deep reductions in the general 
welfare budget, including the number of beneficiaries, the elim-
ination of some services, the introduction of demanding and in-
trusive forms of conditionality of benefits, to the point that—as 
Alston has stated (2019)—individuals do not see themselves as 
subjects of rights but as service applicants. (Alston, 2019, Masie-
ro and Das, 2019). In this sense, it is interesting to see that A.I. 
systems, in their neoliberal efforts to target public resources, 
also classify who the poor subject is through automated mech-
anisms of exclusion and inclusion. (López, 2020).

 
G. PRECARIOUS LABOR

Particularly focused on artificial intelligence and the algo-
rithms of Big Tech companies, anthropologist Mary Gray and 
computer scientist Siddharth Suri point out the “ghost work” 
or invisible labor that powers digital technologies. Labeling 
images, and cleaning databases are all manual work very of-
ten performed in unsavory working conditions “to make the 
internet seem smart.” Communalities of these jobs are very 
precarious working conditions, normally marked by overwork, 
low-pay, no social benefits or stability. This is very different 
from the work conditions of the creators of such systems. 
(Crawford, 2021). Who takes care of your database? As always, 
care work is not recognized as valuable work.

 
H. LACK OF TRANSPARENCY

According to A.I.N.O.W. (2018), when government agencies 
adopt algorithmic tools without adequate transparency, ac-
countability, and external oversight, their use can threaten civil 
liberties and exacerbate existing problems within government 
agencies. Along the same lines, O.E.C.D. (Berryhill et al., 2019) 
postulates that transparency [on the part of] is strategic to fos-
ter public trust in the tool. More critical views note the neolib-
eral approach when transparency depends on the responsibil-
ity of individuals, as they do not have the time or the desire to 
commit to more significant forms of transparency and consent 
online. (Annany & Crawford, 2018). Thus, government interme-
diaries with special understanding and independence should 
play a role here. (Brevini & Pasquale, 2020). Furthermore, Annany 
& Crawford (2018) suggest that what the current vision of trans-
parency in A.I. does is fetishize the object of technology, without 
understanding that technology is an assembly of human and 
non-human actors. Therefore, to understand the operation 
of A.I. it is necessary to go beyond looking at the mere object. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

III. Case-Based Analysis to Deploy the  
Critical Feminist Framework

A. CAN AN A.I. SYSTEM ACTUALLY PREDICT  
TEENAGE PREGNANCY?

The Ministry of Early Childhood from the Province of Salta, 
Argentina is using a machine learning system as part of its 
program called “Plataforma Tecnológica de Intervención So-
cial” (“Technological Platform of Social Intervention”) with 
the goal of preventing school dropouts and teenage pregnancy. 
“Intelligent algorithms allow identifying characteristics in people 
that could end up in any of these problems and warn the govern-
ment to work in their prevention,” said Microsoft Azure’s repre-
sentative, which is responsible for the deployment of the system. 
“With technology, based on name, surname and address, you can 
predict five or six years ahead which girl, future teenager, is 86% 
predestined to have a teenage pregnancy,” declared Juan Manu-
el Urtubey, a conservative politician and governor of Salta.

Predestined, he said. But, to predict and predestine someone 
for unwanted pregnancy is not an exact task, neither for for-
tune-tellers nor for mathematicians, fortune-tellers would be 
more careful perhaps. A study by Laboratorio de Inteligencia 
Artificial Aplicada (L.I.A.A.) from the University of Buenos Aires, 
which analyzed the methodology posted on GitHub by Micro-
soft engineers, heavily criticized the attempt. The study stated 
that the results were falsely oversized because there were sta-
tistical errors in the methodology, the database is biased due 
to the sensitivities of reporting unwanted pregnancy, and the 
data collected is inadequate to make any future prediction.

And criticisms can go beyond statistical analysis. Several 
feminists pointed out that the argument that algorithms can 
predict teenage pregnancy before it happens is the perfect 
excuse for anti-women and anti-sexual and reproductive 
rights activists to declare safe abortion laws as unnecessary. 
According to their narratives, if they have enough information 
from poor families, conservative public policies can be de-
ployed to predict and avoid abortions by poor women. Fur-

Bad ideas 
dressed as 
innovation 
spread fast.”

“
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thermore, it is also notable to point out 
that the system has chosen to work on a 
database composed only of female data. 
This specific focus on particular sex also 
reinforces patriarchal gender roles and 
blames female teenagers for unwanted 
pregnancy, as if a child could be con-
ceived without semen.

Even under several criticisms, the initia-
tive continued to be deployed. And worse, 
bad ideas dressed as innovation spread 
fast: the system is now being deployed 
in other Argentinian provinces, such as La 
Rioja, Tierra del Fuego, and Chaco. It has 
also been exported to Colombia, where it is being implemented 
in the municipality of La Guajira. Another iteration of that same 
project has also reached the Brazilian Federal Government, 
through a partnership with the Brazilian Ministry of Citizenship 
and Microsoft. Allegedly, by September 2019, Brazil was the 5th 
country in Latin America to Projeto Horus, which was presented 
in the media as a “tech solution to monitor social programs fo-
cused on child development. The first city to test the program 
was Campina Grande, from the State of Paraíba, in the north-
east region of Brazil. Among the authorities and institutions in 
the kick-start meeting was a representative from Microsoft, the 
Ministry of Early Childhood from the municipality of Salta, and 
members from the Brazilian Ministry of Citizenship.

It would not be an exaggeration to say that the attempt to trans-
pose the system to Brazil was another expression of colonial 
extractivism once, allegedly, not even the Brazilian government 
kept records of the results of the proof of concept, a closed box, 
even for their partners. Did Microsoft have access to the data-
base of the Brazilians? We tried to schedule an interview with 
a representative from Microsoft in Brazil who was talking about 
the project in the media, but, after we sent the questions, the 
previously scheduled interview was canceled.

In summary, we can say that the “Plataforma Tecnológica de In-
tervención Social” and Projeto Horus are just very eloquent ex-
amples of how the misconception that A.I. is neutral has been 
increasingly deployed in some countries in Latin America to 
assist potentially discriminatory public policies that could un-
dermine the human rights of unprivileged people, as well as 
monitor and censor women and their sexual and reproductive 
rights. Analyzing our framework from Oppressive A.I. we could 
say it ticks all the boxes:

 
2. SISTEMA ALERTA NIÑEZ – CHILE

The Childhood Alert System (S.A.N.) is a software-based on the 
use of Predictive Risk Modeling (P.R.M.) to “identify children and 
adolescents (N.N.A.) who are at risk of violation of rights and the 

families that require support to enhance their role 
of providing child protection.” The system pro-
vides complimentary input to data collected in 
Chile by the so-called Local Childhood Offices to 
support decision-making by managers of these 
offices when offering support to children and their 
families. It is based on a set of individual, family, 
environmental, and peer conditions that tend to 
occur when there is a high risk of violation of rights.

To identify children and adolescents in these cir-
cumstances, the model is trained through the 
analysis of children and adolescents who had 
already been subject to violation of their rights, 
to then study their life course and identify the 

family conditions experienced by them before the violations 
occurred. Children and adolescents facing these conditions at 
present would be those who may—potentially—need support 
to mitigate the risk factors surrounding them.

In New Zealand, a similar system was tested. Anne Tolley, then 
the Social Development Minister, said: “Where it goes from 
there is another big ethical question. Because God knows, do 
we really want people with clipboards knocking on people’s 
doors and saying: ‘Hello, I’m from the Government, I’m here 
to help because your children are going to end up in prison?’ 
I just can’t see that happening.” Tolley’s position was made 
clear by her note on the briefing paper: “Not on my watch. 
Children are not lab rats.”

As soon as the creation of this system was publicly announced 
in Chile, civil society groups working for children’s rights stat-
ed that, in addition to surveillance, the system “implied the 
imposition of a certain form of sociocultural normativity,” as 
well as “socially validating forms of stigmatization, discrimi-
nation and even criminalization of cultural diversity existing 
in Chile.” This particularly affected indigenous peoples, mi-
grants, and low-income people, and ignored that growing 

...do we really want people 
with clipboards knocking 
on people’s doors and 
saying: ‘Hello, I’m from the 
Government, I’m here to help 
because your children are 
going to end up in prison?’ I 
just can’t see that happening.”
—Anne Tolley, Social Development Minister

“
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cultural diversity “demanded greater sensitivity, visibility, 
and respect, as well as the inclusion of culturally relevant ap-
proaches to public policies.” (Sociedad Civil de Chile Defensora 
de los Derechos Humanos del Niño, et al., 2019). In this sense, 
Francisca Valverde, from the group of organizations Bloque 
por la Infancia and executive director of Asociación Chilena 
Pro Naciones Unidas (A.C.H.N.U.), argues that this type of sys-
tem stigmatizes poor children and does not emphasize the 
protection of children and adolescents in different territories, 
including those of higher social classes.

As it is presented as a complementary system to the Local 
Childhood offices, technology’s errors in the risk prediction 
amongst children and adolescents are expected to be shield-
ed by human intervention, giving the machine some impunity 
to continue working. However, there are no field studies in 
the case we have examined that consider how caseworkers 
who interact with the machine deal with “automation bias” 
referred to the higher valorization of automated information 
than our own experiences. (Bridle, 2018). Furthermore, people 
affected by these systems, that is, poor children, adolescents, 
and their families, are not even the subject of consultation 
since they are not recognized as interested parties. Likewise, 
the consent to use your data submitted to get or not social 
benefits opens a whole discussion about the ethics of these 
systems that has not been resolved.

The A.I. systems examined in the case studies show that their 
design and use by States respond to a continuum of neolib-
eral policies that have abounded in Latin America, to varying 
degrees, during the last 40 years. (López, 2020). On the one 
hand, they are instruments that automate and grant a de-
gree of technological resolution to ideological decisions: re-
sources’ focalization. (Alston, 2019). In this case, it is mainly 
about using big data to produce a more detailed category of 
poor children and adolescents (López, 2020) and, a step fur-
ther, automate their social-risk determination. The vulnerable 
childhood approach is a classic neoliberal take and it comes 
from the idea of poverty as an individual problem (not a sys-
temic one) and caseworkers as protectors of people “at-risk.” 
(Muñoz Arce, 2018). The hasty adoption of these neoliberal 
instruments is also worrisome because it is hard to dissolve 
them once adopted. (Eubanks, 2018).

S.A.N. and these social-risk models can be analyzed at least 
in two aspects: first, to question if big data and A.I. could ever 
reflect structural elements that influence the risk of vulnera-
bility and social inequalities of our societies, or is are they just 
a way to objectivize the responsibility of individuals through 
their data trajectory in the State. And second, how S.A.N. and 
these social-risk models are a continuation of the idea of data 
disembodiment, where technologies artificially abstract bod-
ies, identities, and interactions from social contexts to ob-
scure its operation as a tool for social control, aggravating its 
consequences on social inequalities. (Monahan, 2019).

We could say that, so far, both S.A.N. and the systems ana-
lyzed from Argentina and Brazil check the boxes of harmful 
automatic decision-making proposed by our framework:

 
The proposed Oppressive A.I. framework is not written in 
stone. These categories are not fixed, they can expand ac-
cording to a particular context. For instance: if an A.I. system is 
developed to help people to access public services but solely 
favors ableism, it can also be considered an Oppressive A.I. as 
it is excluding people with disabilities from accessing public 
services. Therefore, this framework is just a general guide for 
questions, a work-in-process, and shall be re-shaped accord-
ing to the particular context and its oppressions. Indeed, it 
has been gradually becoming more complex over a series of 
workshops with feminists from Brazil and other countries in 
Latin America.

 
IV. Conclusions: The Need to Decolonize Our  
Imaginaries Around Technologies

Many people look at our framework, which was envisioned 
to promote critical approaches to A.I. systems, and ask for a 
positive agenda, perhaps a recipe to create a “good A.I.” But 
can an A.I. be good? Is it even possible to create a feminist 
A.I.? Isn’t the term “artificial intelligence” just as loaded with 
marketing and sales purposes as “smart cities,” “internet of 
things,” or “the cloud.” To what kind of intelligence are we re-
ferring to being possible to automate? Several national poli-
cies for A.I. and most start-ups and big tech corporations op-
erate under the Silicon Valley motto of “move fast and break 
things,” meaning, innovate first and check possible harms 
later. That is just a new expression of old colonial practices 
that have led us to a world on the verge of environmental 
catastrophes, far away from social justice, and perpetuating 
violence against whoever is different from the White male 
cis-hetero capitalist. Therefore, before attempting to go fur-

Oppressive A.I. Framework by Joana Varon and Paz Peña.  
Design by Clarote for notmy.ai.
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Several national policies for  
A.I. and most start-ups and big 
tech corporations operate under 
the Silicon Valley motto of  
“move fast and break things,” 
meaning, innovate first and 
check possible harms later.  
 
That is just a new expression of 
old colonial practices that have 
led us to a world on the verge 
of environmental catastrophes, 
far away from social justice, and 
perpetuating violence against 
whoever is different from the 
White male cis-hetero capitalist.”

“
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ther with any propositive framework for positive A.I. systems 
(if they are even possible), we need to take a moment to re-
set our tech imaginaries, away from the imaginary around 
tech coined by the so-called “tech bros” in Silicon Valley. For 
instance, today if we search for “Artificial Intelligence” in a 
search engine, this is the picture of imaginaries that we get: 
Robots, robots, robots, brains, bites, circuits, metallic colors, 
and a lot of blue. Actually not very far away from imaginaries 
around technologies that another powerful industry world-
wide has induced us: Hollywood.

Robots, robots, bites, screens, 
tech for war, female robot ser-
vants. Certainly, something that 
also doesn't go very far away 
from cameras with racial biases 
that reinforce police brutality 
towards particular communities, 
nor from systems that are con-
ceived to predestine women to unwanted futures, all these 
oppressive technologies that governments are deploying 
today. Hollywood and Silicon Valley are industries of imagi-
naries and they have conquered the world or, if we could say 
that without sounding conspiratory, they have conquered 
minds and are shaping dreams about what the future should 
look like. But these dreams certainly do not represent the di-
versity of tastes, histories, cultures, and wishes from across 
the world. They are more likely to represent the future busi-
ness plan of companies whose C.E.O.s are tech bros (and, 
how odd is that: a quick search of their names also shows 
that they are all likely to pose in front of blue backgrounds, 
just like the blue imaginaries of A.I.).

The future of tech shall have more colors, more regions, cul-
tures, and dreams. And this is not reachable through diversity 
and inclusion programs inside these companies that will keep 
operating under the same “move fast and break things” motto. 
Companies whose business model is to mainstream the regime 
of surveillance capitalism, where we barely have the power to 
say no. In the article "Consent to Our Data Bodies: Lessons from  

 
 
 
 

Feminist Theories to Enforce Data Protection" 
we have shed a light on how limited the in-
dividualistic notion of consent proposed in 
data protection frameworks is. Departing 
from a universalized notion of the individu-
als who are consenting, it does not take into 
account unequal power relations. But, if we 
do not have the ability to say no to big tech 
companies when we need to access a mo-
nopolistic service, we clearly cannot freely 
consent. If consent is something that the “Me 

too” movement has shown 
that Hollywood is not very 
kin to, the Big Tech compa-
nies from the Silicon Valley 
haven’t shown to think very 
differently. The industries of 
tech imaginary operate un-
der very similar values.

But can we envision tech-
nologies that operate under 

a real feminist notion of consent? What would the future look 
like if other people could envision technologies that help us 
escape, instead of reproducing what Patricia Hill Collins, in 
her classic book Black Feminist Thought, calls the matrix of 
domination* (capitalism, heteropatriarchy, white supremacy, 
ableism, and colonialism)? That is the main question that the 
project Oracle for Transfeminist Technologies is posing. De-
veloped by Coding Rights, in partnership with scholar and 
design activist Sasha Costanza-Chock, it is a card game col-
laboratively developed to help us envision what transfeminist 
technologies would look like. Through a series of workshops, 
we have been collectively brainstorming on what are the 
transfeminist values that shall inspire us to speculate about 
alternative futures. Over time, values such as agency, account-
ability, autonomy, social justice, non-binarism, cooperation, 
decentralization, consent, diversity, decoloniality, empathy, 
and security, among others, have emerged in the meetings. 
These are values that work in the complete opposite of cur-
rent values such as profit, addiction, consumerism, competi-
tion, racism, hate, egocentrism, and other values that are em-
bedded in several algorithms that pertain to our lives today. 

The future of  
tech shall  
have more  
colors, more 
regions, cultures, 
and dreams.”

“
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Every value, turned into a card, has been fostering important 
conversations about how they could operate embedded into 
a piece of technology. While Oracle has been envisioned as 
a game, we believe that it can be a tool to slowly decolonize 
our imaginaries around technologies. As the values are used 
to inspire tech from a speculative future, participants are dis-
patched from present limitations, so imagination can run free. 
Science Fiction writer Ursula Le Guin once said in an interview: 
"The thing about science fiction is, it isn't really about the future. 
It's about the present. But the future gives us great freedom of 
imagination. It is like a mirror. You can see the back of your own 
head." Nevertheless, to avoid technosolutionisms, after imag-
ination to design a speculative tech breaks loose, the last card 
to be open in consultation with the Oracle is the joker, which 
states: Not all tech shall exist. Not everything that is new is bet-
ter. The future is ancestral, what are you erasing with this idea? 

Some cards from the Oracle  
for Transfeminist Technologies,  

available at transfeministech.org.
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